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The Fermi liquid is perhaps the most familiar quantum many-body state of solid
state physics. It is the generic state of fermions at non-zero density, and is found
in all metals. Its basic characteristics can already be understood in a simple free
fermion picture. Non-interacting fermions occupy the lowest energy single particle
states, consistent with the exclusion principle. This leads to the fundamental con-
cept of the Fermi surface: a surface in momentum space separating the occupied and
empty single fermion states. The lowest energy excitations then consist of quasi-
particle excitations which are particle-like outside the Fermi surface, and hole-like
inside the Fermi surface. Landau’s Fermi liquid theory is a careful justification for
the stability of this simple picture in the presence of interactions between fermions.

The purpose of this chapter is to describe two paradigms of symmetry break-
ing quantum transitions in Fermi liquids. In the first class, studied in Section II,
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the broken symmetry is related to the point-group symmetry of the crystal, while
translational symmetry is preserved; consequently the order parameter resides at
zero wavevector. In the second class, studied in Section III, the order parameter is
at a finite wavevector, and so translational symmetry is also broken. We will find
that these transitions have distinct e↵ects on the Fermi surface, and so lead to very
di↵erent critical theories. We will study both critical theories using a simple ex-
ample in each class, both motivated by the physics of the cuprate superconductors.
For the first class we will consider the case of Ising nematic ordering, while in the
second class we will consider the onset of spin density wave order.

Among our aims is to understand the possible breakdown of Landau’s Fermi
liquid theory in Fermi gases. The most prominent example of this breakdown is
in spatial dimension d = 1, where we generically obtain (not necessarily near any
quantum phase transitions) a di↵erent quantum state known as the Tomonaga-
Luttinger liquid. We will meet examples of Fermi liquid breakdown in d � 2 in the
present chapter.

A comprehensive theoretical treatment of symmetry breaking transitions in a
Fermi liquid was given by Hertz [1], although many important points were antic-
ipated in earlier work [2–5]. We will review this treatment here, adapted to our
field-theoretic approach. A key step in Hertz’s work is to completely integrate out
the fermionic excitations near the Fermi surface, resulting in an e↵ective action for
the order parameter characterizing the symmetry breaking alone. Such an approach
seems natural from the perspective of the classical phase transitions, in which we
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need only pay attention to the low energy fluctuations of the order parameter. How-
ever, here we also have the low energy quasiparticles near the Fermi surface: they
are not associated directly with the broken symmetry, but their existence is pro-
tected by the requirement of the presence of a Fermi surface. It seems dangerous
to integrate them out, and it would be preferable to make them active participants
in the critical theory. This is a subtle question which we will address carefully in
the present chapter. The main conclusion will be that the Hertz’s strategy remains
largely correct in d � 3, but that it fails badly in the important case of d = 2.
This conclusion applies to both classes of symmetry breaking transitions in a Fermi
liquid: with order parameters at zero and non-zero momentum.

I. FERMI LIQUID THEORY

Let us begin with a review of some basic ideas from the Fermi liquid theory
of interacting fermions in d dimensions. We consider spin-1/2 fermions cka with
momentum k and spin a =", # and dispersion "k. Thus the non-interacting fermions
are described by the action

Sc =

Z
d⌧

Z
d

d
k

(2⇡)d
c

†
ka

✓
@

@⌧

+ "k

◆
cka, (1)
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FIG. 1: Two views of the Fermi surface of the cuprate superconductors (hole and electron
doped). The chemical potential is included in the dispersion "k, and so the Fermi surface
is determined by "k = 0. The left panel has the momentum k = (0, 0) (the “� point”) in
the center of the square Brillouin zone, while the right panel has the � point at the left
edge. The momenta with both up and down electron states occupied are shaded gray.

As an example it is useful to keep in mind the dispersion "k appropriate for the
cuprate superconductors, which is shown in Fig. 1. The fermion Green’s function
under the free fermion action Sc has the simple form

G0(k,!n) =
1

�i!n + "k
(2)

After analytically continuing to real frequencies, we observe that this Green’s func-
tion has a pole at energy "k with residue 1. Thus there are quasiparticle excitations
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with residue A = 1, much like those found in the strong or weak coupling expansions
of the quantum Ising model. However, unlike those excitations, these quasiparti-
cles can have both positive and negative energies, as "k can have either sign; the
Fermi surface is the locus of points where "k changes sign. The positive energy
qausiparticles are electron-like, while those with negative energy are hole-like i.e.

they correspond to the absence of an electron. Note that the existence of negative
energy quasiparticles is not an indication of the instability of the ground state. All
true excitation energies are positive: the excitations are electron-like on one side of
the Fermi surface, and hole-like on the other side. It is just convenient to combine
the electron and hole quasiparticles within a single Green’s function, by identifying
hole-like quasiparticles with negative energy electron-quasiparticles.

We now wish to examine the stability of quasiparticles to interactions between
them. In keeping with the strategy followed in this book, this should be preceded
by an e↵ective action for the low energy quasiparticles. The latter is usually done
by a gradient expansion, leading to an e↵ective field theory. However, here we face
a unique di�culty: there are zero energy quasiparticles along a d � 1 dimensional
Fermi surface identified by "k = 0. It would therefore seem that we should expand
about all points on the Fermi surface. This is indeed the strategy followed in text-
book treatments of Fermi liquid theory: we measure momenta, k?, from the Fermi
surface, choose a cuto↵ so that |k?| < ⇤, and then perform an RG which reduces the
value of ⇤ [6]. This procedure is illustrated in Fig. 2. Formally, for each direction
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FIG. 2: Traditional low energy limit of Fermi liquid theory. The Fermi surface has one
dimensional chiral fermions on every point, moving along the direction x?. There fermions
are present for momenta |k?| < ⇤; i.e. in a momentum shell of width 2⇤ around the Fermi
surface.

n̂, we define the position of the Fermi surface by the wavevector ~kF (n̂), so that

n̂ = ~

kF (n̂)/|~kF (n̂)|. Then we identify wavevectors near the Fermi surface by

~

k = ~

kF (n̂) + k? n̂ (3)

Now we should expand in small momenta k?. For this, we define the infinite set of
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fields  n̂a(k?), which are labeled by the spin a and the direction n̂, related to the
fermions c by

c~ka =
1p
SF

 n̂a(k?), (4)

where ~k and k? are related by (3), and SF is the area of the Fermi surface. Inserting
(4) into (1), expanding in k?, and Fourier transforming to real space x?, we obtain
the low energy theory

SFL =

Z
d⌦n̂

Z
dx? 

†
n̂a(x?)

✓
@

@⌧

� ivF (n̂)
@

@x?

◆
 n̂a(x?), (5)

where the Fermi velocity is energy gradient on the Fermi surface vF (n̂) = |rk"~kF (n̂)|.
For each n̂, (5) describes fermions moving along the single dimension x? with the
Fermi velocity: this is a one-dimensional chiral fermion; the ‘chiral’ refers to the fact
that the fermion only moves in the positive x? direction, and not the negative x?
direction. In other words, the low energy theory of the Fermi liquid is an infinite set
of one-dimensional chiral fermions, one chiral fermion for each point on the Fermi
surface.

Apart from the free Fermi term in (5), Landau’s Fermi liquid theory also allows
for contact interactions between chiral fermions along di↵erent directions [6]. These
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are labeled by the Landau parameters, and lead only to shifts in the quasiparticle
energies which depend upon the densities of the other quasiparticles. Such shifts are
important when computing the response of the Fermi liquid to external density or
spin perturbations. However, the resulting fixed-point action of Fermi liquid theory
does not o↵er a route to computing the decay of quasiparticles: the stability of the
quasiparticles is implicitly assumed in the fixed point theory. Our primary purpose
here is to verify the stability of the quasiparticles, so that we will be prepared for
the breakdown of Fermi liquid theory at quantum critical points. So we refer the
reader to the many textbook treatments of the traditional formulation of Landua’s
Fermi liquid theory, and turn to an alternative analysis below.

A shortcoming of the e↵ective action (5) is that it only includes the dispersion of
the fermions transverse to the Fermi surface. Thus, if we discretize the directions n̂,
and pick a given point on the Fermi surface, the Fermi surface is e↵ectively flat at
that point. We will shortly see that the curvature of the Fermi surface is important
in understanding the decay and breakdown of quasiparticles. Thus we have to take
the continuum scaling limit in a manner which keeps the curvature of the Fermi
surface fixed, and does not scale it to zero. For this, as shown in Fig. 3, we focus
attention on a single arc of the Fermi surface in the vicinity of any chosen point ~k0.
We will show in Section IA that the results are independent of the choice of ~k0 on
the Fermi surface, but we defer that issue for now. Then we will choose our cuto↵
⇤ to scale towards the single point k0 (the cuto↵ will be defined more carefully
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FIG. 3: Alternative low energy formulation of Fermi liquid theory. We focus on an ex-
tended patch of the Fermi surface, and expand in momenta about the point ~k0 on the
Fermi surface. This yields a theory of d-dimensional fermions  in (7), with dispersion
(14). The co-ordinate y represents the d� 1 dimensions parallel to the Fermi surface.

below), rather than scaling to all points on the Fermi surface, as we did for (5).

With ~k0 chosen as Fig. 3, let us now define our low energy theory and scaling
limit [7]. Unlike the one-dimensional chiral fermions which appeared in (5), we
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will now use a d dimensional fermion  a(x, y). Here x is the one dimensional co-
ordinate orthogonal to the Fermi surface, and ~y represents the (d� 1)-dimensional
transverse co-ordinates. After Fourier transformations, this fermion is related to
the underlying fermions cka simply by

 a(k) = c~k0+~k,a
(6)

In other words, we only shift the origin of momentum space from ~

k = 0 to ~k = ~

k0.
Inserting (6) in (1), and expanding the dispersion in the vicinity of ~k0 (contrast to
the expansion away from all points on the Fermi surface in (5)), we obtain the low
energy theory

S0 =

Z
d⌧

Z
dx

Z
d

d�1
y  

†
a

✓
⇣

@

@⌧

� ivF
@

@x

� 

2
r2

y

◆
 a. (7)

We have added a co-e�cient ⇣ to the temporal gradient term for future convenience:
we are interested in ⇣ = 1, but will see later that in non-Fermi liquid states it is
convenient to allow ⇣ to renormalize. Notice the additional second-order gradients
in y which were missing from (5): the co-e�cient  is proportional to the curvature

of the Fermi surface at ~k0. Also, as we have already noted, the fermion field in (7)
is d-dimensional, while that in (5) in one-dimensional. One benefit of (7) is now
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immediately evident: it has zero energy excitations when

vF kx + 

k

2
y

2
= 0, (8)

and so (8) defines the position of the Fermi surface, which is then part of the low
energy theory including its curvature. Note that (7) now includes an extended
portion of the Fermi surface; contrast that with (5), where the one-dimensional
chiral fermion theory for each n̂ describes only a single point on the Fermi surface.

The gradient terms in (7) define a natural momentum space cuto↵, and associated
scaling limit. We will take such a limit at fixed ⇣, vF and . Notice that momenta
in the x direction scale as the square of the momenta in the y direction, and so we
can choose v

2
F k

2
x + 

2
k

4
y < ⇤4. Notice that as we reduce ⇤, we scale towards the

single point ~k0 on the Fermi surface, as we required above.
It now a simple matter to apply the RG analysis to the fermion theory in (7).

At fixed ⇣, vF and , the action (7) is invariant under the following rescalings of
spacetime:

x

0 = xe

�2`
, y

0 = ye

�`
, ⌧

0 = ⌧e

�2` (9)

Note that we have chosen the directions parallel to the Fermi surface as the ones
defining the primary length scale, with dim[y] = �1, and the transverse direction
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has dim[x] = �2. The temporal direction rescaling implies that we have the dy-
namic exponent z = 2 when measured relative to the y spatial directions. The RG
invariance of (7) also requires the field rescaling

 

0 =  e

(d+1)`/2
. (10)

We now have the tools needed to determine the role of fermion interactions. The
simplest contact interaction has the form

S1 = u0

Z
d⌧

Z
dx

Z
d

d�1
y  †

a 
†
b b a. (11)

Apply the RG rescalings in (10) we find

u

0
0 = u0e

(1�d)`
. (12)

In other words, the interaction between the fermions u0 is irrelevant in all dimension
d > 1. This strongly suggests that the Fermi liquid picture of non-interacting
fermions is indeed RG stable.

Let us understand the stability of Fermi liquid theory a bit better by computing
corrections to the fermion Green’s function in (2). Let us write the interaction
corrected Green’s function as

G(k,!) =
1

�⇣! + "k � ⌃(k,!) , (13)



13

where now

"k = vF kx + 

k

2
y

2
. (14)

To first order in u0, the fermion self energy is real (for real frequencies), and so only
modifies the quasiparticle dispersion and residue, A, but does not destabilize the
existence of the quasiparticle pole.

So let us move to second order in u0. First, we use an RG argument. We are
interested in the imaginary part of the self energy, and let us assume for now at
small !

Im⌃(k = 0,!) ⇠ u

2
0!

p
. (15)

We determine p by scaling arguments. From (13) we know that dim[⌃] = z = 2,
and so conclude from matching dimensions in (15) that p = d. However, there is a
subtlety here: scaling arguments only yield the powerlaws of singular corrections,
and do not say anything about analytic backgrounds that may be allowed from the
structure of the theory. Here, a term with p = 2 is permitted because Im⌃ is an
even function of !. So the proper conclusion is

p = min(d, 2). (16)

The above scaling argument is fine as it stands, but cannot substitute for the
insight gained by an explicit computation. The Feynman diagram contributing to
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FIG. 4: Feynman diagram for the decay of quasiparticles at order u

2
0. The dashed line is

the interaction u0, and a, b are spin labels.

the quasiparticle decay at order u

2
0 is indicated in Fig. 4. We evaluate it in two

stages. First we evaluate the fermion loop of the fermions with spin label b; this
gives us the fermion polarizability

⇧(q,!n) =

Z
d

d
k

(2⇡)d

Z
d✏n

2⇡
G0(k + q, ✏n + !n)G0(k, ✏n). (17)

This enters the self-energy by

⌃(k, ✏n) = u

2
0

Z
d

d
q

(2⇡)d

Z
d!n

2⇡
⇧(q,!n)G0(k + q, ✏n + !n). (18)

We first explicitly evaluate ⇧(q,!n). We will only be interested in terms that
are singular in q and !n, and will drop regular contributions from regions of high
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momentum and frequency. In this case, it is permissible to reverse the conventional
order of integrating over frequency first in (17), and to first integrate over kx. It is
a simple matter to perform the integration over kx in using the method of residues
to yield

⇧(q,!n) =
1

2vF

Z
d

d�1
ky

(2⇡)d�1

Z
d✏n

2⇡

sgn(✏n + !n)� sgn(✏n)⇣
⇣!n + ivF qx + iq

2
y/2 + i~qy · ~ky

⌘

=
|!n|
2⇡vF

Z
d

d�1
ky

(2⇡)d�1

1⇣
⇣!n + ivF qx + iq

2
y/2 + i~qy · ~ky

⌘
. (19)

We now integrate along the component of ~ky parallel to the direction of ~qy to obtain

⇧(q,!n) =
|!n|

2⇡vF|qy|
Z

d

d�2
ky

(2⇡)d�2

=
|!n|

2⇡vF|qy|⇤
d�2 (20)

Note that in d = 2 the last non-universal factor is not present, and the result for ⇧
is universal with ⇤d�2 = 1. Note also that ⇣ has dropped out of the result ⇧: this
will be important in our subsequent treatment of quantum critical points.
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Now we insert (20) into (18). After evaluating the integral over qx we obtain

⌃(k,!n) = i

u

2
0

2⇡v2F

Z
d

d�1
qy

(2⇡)d�1

Z
d✏n

2⇡

sgn(✏n + !n)|✏n|
|qy|

= i sgn(!n)!
2
n

u

2
0

4⇡v2F

Z
d

d�1
qy

(2⇡)d�1

1

|qy|

= i sgn(!n)!
2
n

u

2
0

4⇡v2F
⇤d�2

, d > 2. (21)

Again, ⇣ has dropped out. This result is in perfect accord with the scaling arguments
in (15) and (16).

Let us consider the important case d = 2. There is an infrared divergence in the
qy integral in (21) at small qy. This is only cuto↵ after we include a self-consistent
damping of the quasiparticle propagators in the Feynman diagram of Fig. 4, rather
than the bare propagators we have used above. After including this damping, we
expect that (15) will be modified to

Im⌃(k,!) ⇠ u

2
0!

2 log

✓
⇤

u0|!|
◆

, d = 2; (22)

thus the scaling result is modified by a logarithm in d = 2.
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With Im⌃ ⇠ u

2
0!

2 (up to logarithms) , we can now easily examine the fate of the
quasiparticles from (13). From (13), we see that the quasiparticle pole is always
broadened: the width of the quasiparticle peak is ⇠ u

2
0"

2
k for a quasiparticle with

energy ! = "k. Thus the quasiparticle width vanishes as the square of the distance
from the Fermi surface. Asymptotically close to the Fermi surface, the quasiparticle
width is much smaller than the quasiparticle energy: this is su�cient to regard the
quasiparticle as a sharp excitation, and confirm the validity of Landau’s Fermi liquid
theory.

An important and frequently used diagnostic of the stability of the quasiparticle
is the discontinuity in the fermion momentum distribution function n(k) = hc†kackai.
This can be computed from the real frequency Green’s function G(k,!) by (here
we set ⇣ = 1)

n(k) =

Z 0

�1

d!

(2⇡)
ImG(k,!). (23)

Assuming a pole in the Green’s function of the form

G(k,!) =
A

�! + "k + ic!

2
+ . . . (24)

we find a step discontinuity in the momentum distribution function at the Fermi
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surface

n(k) = A✓(�"k) + . . . (25)

of strength A.

A. Independence on choice of ~k0

Our theory of the Fermi liquid state is now contained in the action S0+S1 defined
by (7) and (11). It focused on an arc of the Fermi surface, as shown in Fig. 3, and

then expanded in gradients about the point ~k0 on the Fermi surface. To complete
our discussion, we now wish to show that the theory is independent of the choice of
~

k0.
As shown in Fig. 5, we could equally well have defined the theory about the point

~

k

0
0 on the Fermi surface. Consistency requires that the fermion Green’s function at

the point P should have the same value whether it is computed using the theory at
~

k0 or at ~k00. This section will show that this is indeed the case.
Note that such a consistency requirement is not present for the representation

in terms of chiral one-dimensional fermions in Fig. 2. There, each point in the
momentum space is associated only with a single one-dimensional theory. It is our
use of a d-dimensional theory which induces our redundant description.
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P

FIG. 5: The fermion correlator at the point P can be described either in terms of the field
theory S0 + S1 at ~k0, or that at ~k1.

Let us choose our momentum space co-ordinates centered at ~k0, and let ~k00 =
(kx, ky) in this co-ordinate system. Because ~k00 is on the Fermi surface, (8) is

obeyed. Now let the point P in Fig. 5 have co-ordinates (px, py) relative to ~k0, and
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co-ordinates (p0x, p
0
y) relative to ~k

0
0. The latter are obtained from the old co-ordinates

by a shift in origin followed by a rotation by an angle ✓, where tan ✓ = ky/vF ; this
yields

p

0
x = px � kx + (/vF )~ky · (~py � ~

ky)

~p

0
y = ~py � ~

ky , (26)

where we only keep terms to the needed accuracy of O(x, y2). The equality of
the physics in the two co-ordinate systems implies that the Green’s function of the
theory S0 + S1 must satisfy

G((px, py),!) = G((p0x, p
0
y),!) (27)

for any momenta p, p0 related by (26) and any k obeying (8). A simpler statement
of the constraint follows from the easily verified identity

vF px +


2
p

2
y = vF p

0
x +



2
p

02
y (28)

Thus, the Green’s function should not depend separately on the momenta, but on
the quasiparticle energy in (14) alone:

G((px, py),!) = G("p,!). (29)



21

We will now prove (29) is true. The result relies upon the invariance of S0 + S1

on the following transformation

 (x, ~y) ! exp

✓
�i

vF



✓
~

✓ · ~y + ✓

2

2
x

◆◆
 (x, ~y + ~

✓ x), (30)

where ✓ is an arbitrary d� 1 dimensional vector; this invariance is easily verified by
direct substitution in (7) and (11). The change in the arguments of  shows that
this transformations corresponds to a local rotation of the Fermi surface, which
e↵ectively moves the point ~k0 to a neighboring point. Now taking the Fourier
transform of (30), we immediately establish (27) and (29).

II. ISING-NEMATIC ORDERING

Having established the stability of quasiparticles in the Fermi liquid, we turn to
the first of the symmetry breaking transitions of this chapter. We consider one of
the simplest order parameters at zero wavevector: the breaking of lattice rotation
symmetry. In two dimensions, a simple choice is the change from “square” to
“rectangular” symmetry. In higher dimensions, we consider the same symmetry
breaking in the x, y plane embedded in the higher-dimensional space.

We consider an Ising-nematic transition driven by strong interactions among the
electrons. The symmetry breaking is characterized by the real scalar field �, which
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is described as before by the action S�

S� =

Z
d

d
xd⌧


1

2

�
(@⌧�)

2 + c

2(@x�)
2 + c

2(@y�)
2 + r�

2
�
+

u

24
�

4

�
, (31)

There is a Fermi surface of fermions cka, described here by Sc in (1). Finally, we
need to couple the Ising order � to the fermions. This can be deduced by symmetry
considerations. A convenient choice is

Sc� =

Z
d⌧

Z
d

d
kd

d
q

(2⇡)2d
d(k)�(q)c†k+q/2,ack�q/2,a. (32)

The momentum dependent form factor, d(k), can be any even parity function which
changes sign under x $ y, as is required by the symmetry properties of �; a simple
choice is d(k) ⇠ cos kx � cos ky. The integral over q is over small momenta, while
that over k extends over the entire Brillouin zone.

The theory for the nematic ordering transition is now described by Sc+S�+Sc� in
Eqs. (1), (31), and (32), and will form the basis of the discussion in the remainder
of this chapter. A schematic phase diagram as a function of the coupling s in
S� and temperature T is shown in Fig. 6. Note that there is a line of Ising phase
transitions at T = Tc: this transition is in the same universality class as the classical
two-dimensional Ising model. However, quantum e↵ects and fermionic excitations
are crucial at T = 0 critical point at r = rc and its associated quantum critical
region.
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Quantum
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T
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FIG. 6: Phase diagram of Ising nematic ordering in a metal as a function of the coupling s

in S� and temperature T . The Fermi surface for r > 0 is as in the overdoped region of the
cuprates, with the shaded region indicating the occupied hole (or empty electron) states
(compare Fig. 1). The choice between the two quadrapolar distortions of the Fermi surface
is determined by the sign of h�i. The line of T > 0 phase transitions at Tc is described by
Onsager’s solution of the classical two-dimensional Ising model. We are interested here in
the quantum critical point at r = rc, which controls the quantum-critical region.
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FIG. 7: Fermion loop contribution to the action of the order parameter �. The wavy line
is �.

A. Hertz theory

As indicated in the introduction, Hertz’s strategy is to integrate out all the
fermionic excitations, and derive an e↵ective action for the Ising order parameter
�.

The integration is easily performed using our Fermi liquid theory results in Sec-
tion I. The important term is the fermion loop contribution to the �2 term in
the e↵ective action, and this is given by the Feynman diagram in Fig. 7. We can
determine the structure of fermion loop integral by taking the continuum limit of
fermion theory in a Fermi surface patch about ~k0 as in (7), and then adding up the
contributions of all the patches. For a given patch, the fermion loop contributes
d

2(k0)⇧(q,!), where ⇧ is the fermion polarizability in (17). Using the result for ⇧
in (20), averaging over di↵erent patches on the Fermi surface, and combining with
the terms of the � action in (31), we obtain the Hertz action for the order parameter
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at the Ising-nematic quantum critical point in d dimensions:

SH =

Z
d

d
k

(2⇡)d
T

X

!n

1

2


k

2 + �

|!n|
|k| + r

�
|�(k,!n)|2

+
u

24

Z
d

d
xd⌧�

4(x, ⌧). (33)

Compared to (31), the crucial new term is the one proportional to �, which rep-
resents the non-local consequences of low energy particle-hole excitations near the
Fermi surface; the value of � is determined from an average of the coe�cient in
(20) over the Fermi surface. In a system with a spherical Fermi surface, the |k|
in the denominator is simple

p
~

k

2, arising from the average of (20) over di↵erent
patches. However, without spherical symmetry, it is a more complex function which
depends upon the details of the Fermi surface structure. Nevertheless, it retains
the property of being an even function of k with scaling dimension 1, and that is
all that we shall need below.

We are now ready to perform an RG analysis of SH . We begin with an analysis
of the Gaussian part of SH , which is scale-invariant at r = 0, under the transfor-
mations:

x

0 = xe

�`
, ⌧

0 = ⌧e

�z`
, �

0 = �e

(d+z�2)`/2 (34)
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with dynamic critical exponent z = 3. This exponent can also be understood from
the characteristic frequency scale ! ⇠ k

3 emerging from a comparison of the first
two terms in SH . With the transformations in (34), we see that the quartic coupling
has scaling dimension

dim[u] = 4� d� z. (35)

In other words, with z = 3, the Gaussian fixed point is stable for all d > 1. All
computations in this chapter have implicitly assumed that d > 1, and the present
approach is not sensible in d = 1. So the Gaussian theory appears to describe the
quantum critical point for all values of d. This is one of Hertz’s primary conclusions.

We will argue below that the above conclusion is not correct. The Gaussian fixed
point does, in fact, yield a proper description in d = 3. However, in the physically
important case of d = 2, the Hertz approach fails.

B. Fate of the fermions

Our analysis of the stability of the Gaussian fixed point of the Hertz theory relied
on the irrelevance of the quartic coupling u between the bosons. However, there are
also fermionic quasiparticle excitations in the underlying theory, and it is important
to apply the RG to these excitations too. In particular, they couple to � via the
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“Yukawa” coupling of Sc� in (32), and to establish the stability of the Gaussian
fixed point we need to examine the scaling dimension of d(k) on the Fermi surface.

Answering this question requires a continuum theory for the fermionic sector also,
and its coupling to the bosonic sector. Fortunately, we can now directly use the
continuum limit presented in Section I. We pick a Fermi surface patch centered at
the momentum ~

k0, and describe the low energy fermionic quasiparticles by S0 in
(7). Next, we apply the substitution (6) to (32), and obtain the Yukawa coupling

S � = �

Z
d⌧

Z
dx

Z
d

d�1
y � 

†
a a (36)

where � = d(k0). Finally, we also need to distinguish the directions parallel and
transverse to the Fermi surface in SH , and so write its Gaussian part as

SHG =
1

2

Z
dkx

(2⇡)

Z
d

d�1
ky

(2⇡)d�1

Z
d!n

2⇡


k

2
y + �

|!n|
|ky| + r

�
|�(k,!n)|2. (37)

We have dropped the kx dependence in (18) because it is irrelevant compared to
the ky dependence under the rescaling (9).

Now our task it so determine the scaling dimension of � under the theory S0 +
SHG + S � defined in (7), (37), and (36).

We scale x and y as in (9). For the rescaling of time, we clearly need to focus
on the critical excitations of the Ising nematic order, which have dynamic exponent
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z = 3. Thus we choose

x

0 = xe

�2`
, y

0 = ye

�`
, ⌧

0 = ⌧e

�3` (38)

An immediate consequence is that the coe�cient ⇣ of the temporal derivative term
in S0 in (7) is no longer invariant under the RG: it has scaling dimension

dim[⇣] = �1 (39)

and so scales to zero. Thus this temporal derivative is irrelevant at the Ising nematic
quantum critical point. It is important at this point that our derivation of SH in
(33) showed that all terms had a finite limit as ⇣ ! 0: in fact, the damping co-
e�cient � was shown to be independent of ⇣ in (20). Thus setting ⇣ = 0 seems safe
now, although this conclusion will have to be re-examined at higher orders.

With these choices for the spacetime rescalings, it is a simple matter to compute
the rescalings of the fields from their respect Gaussian actions:

dim[ ] = (d+ 2)/2 , dim[�] = (d+ 2)/2. (40)

Finally, we obtain the needed renormalization of the fermion-boson coupling in (36)

dim[�] =
(2� d)

2
. (41)
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So only for d > 2 is the Gaussian action stable to the presence of the cubic non-
linearity associated with the fermion-boson coupling. This is the primary conclusion
of this subsection.

For d > 2, the above arguments suggest that we can estimate the fate of the
fermionic quasiparticles in a perturbation theory in �. Let us first try to guess the
structure of the answer using scaling arguments; we expect

Im⌃ ⇠ �

2
!

p
. (42)

Matching scaling dimensions with dim[⌃] = 2 (because dim[kx] = dim[k2y] = 2),
dim[!] = 3 and (41), we obtain

p =
d

3
. (43)

In d = 3, the integer value of p suggests that there should be additional loga-
rithms, and we will indeed see this in an explicit computation below. Examination
of the quasiparticle spectral weight using (13), and as discussed below (22) shows
that the quasiparticles are only marginally well defined with a width of the same
order as the quasiparticle energy upon approaching the Fermi surface. Such states
were named ‘marginal Fermi liquids’ [8], but the present argument shows this termi-
nology is a misnomer in the RG sense: the coupling � is irrelevant and not marginal.
The RG argument also has a bonus in implying that higher orders in � will only
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produce higher powers of ! in the self-energy; perturbation theory about the Gaus-
sian fixed point directly yields the terms most important in the infrared already at
low order in the expansion.

The situation is very di↵erent in d = 2. In this case Im⌃ ⇠ !

2/3, and so it is
now clear from (22) that quasiparticle is no longer well defined, and we are dealing
with a non-Fermi liquid. Applying (23), we find that the momentum distribution
function does not have a step discontinuity on the Fermi surface; there is a weaker
power-law singularity with

n(k) ⇠ sgn(�"k)|"k|1/3. (44)

Importantly, the scaling dimension of the boson-fermion coupling � is 0, and so it is
not clear whether perturbation theory in � is reliable. The implication is that the
critical theory should be formulated at a fixed �, and that the perturbative Hertz
approach has broken down. We will turn to a discussion of the needed critical field
theory in Section IIC.

However, before we turn to that crucial question, we need to verify the scaling
estimate for the self energy in (42) by an explicit computation. The needed con-
tribution to the self energy at order �2 is given by the Feynman diagram in Fig. 8
which evaluates to

⌃(k,!n) = �

2

Z
d

d
q

(2⇡)d

Z
d✏n

2⇡

1

q

2
y + �|✏n|/|qy|G0(k + q, ✏n + !n) (45)
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FIG. 8: Order �2 contribution to the fermion self energy.

This can be evaluated by the same methods used for (18). Integrating over qx we
find the analog of (21)

⌃(k,!n) = i

�

2

vF

Z
d

d�1
qy

(2⇡)d�1

Z
d✏n

2⇡

sgn(✏n + !n)|qy|
|qy|3 + �|✏n|

= i

�

2

⇡vF �
sgn(!n)

Z
d

d�1
qy

(2⇡)d�1
|qy| ln

✓ |qy|3 + �|!n|
|qy|3

◆
. (46)

Evaluation of the qy integral yields a result which agrees with (42) and (43) in d = 2,
and with the expected logarithmic corrections in d = 3. In the physically important
case of d = 2, the qy integral evaluates to

⌃(k,!n) =
�

2

⇡vF �
1/3

p
3
sgn(!n)|!n|2/3 , d = 2, (47)

in agreement with (43).
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C. Non-Fermi liquid criticality in d = 2

Section II B established that a perturbative analysis in the fermion-boson coupling
�, in the spirit of the familiar “random-phase-approximation” (RPA) of many body
physics, led to a valid theory of the Ising-nematic quantum critical point in d = 3.
However, the RPA-like Hertz approach broke down in d = 2. Here we will provide
a field-theoretic description of the quantum criticality in d = 2, using the approach
proposed in Ref. [7].

An important feature of the discussion in Section II B was that the low energy
fermion modes at the Fermi surface point ~k0 coupled most strongly to � fluctuations
with momenta parallel to the Fermi surface. This is clear from the ky dependence

of SHG in (37). Physically, this is because a fermion at ~k0 scattered by � by
momentum k tangent to the Fermi surface only changes its energy ⇠ k

2, while in
all other directions its energy change ⇠ k. Consistent with this, if we compute the
induced four-point � vertex in the theory S0+SHG+S �, we find an enhancement
dependent upon on the � momenta only if the momenta are parallel or anti-parallel.
This suggests that all couplings between � fluctuations with non-collinear momenta,
such as e. g. those induced by the u term in (33), are formally irrelevant, just
as in the Hertz theory. This asymptotic decoupling indicates that we may treat
non-collinear directions of � in separate critical theories. Thus we end up with
an infinite number of 2+1 dimensional field theories, labeled by the momentum
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direction of �.
The reader will recall our discussion of an infinite number of 1+1 dimensional

field theories of chiral fermions in our discussion of Fermi liquid theory associated
with Eq. (5). A crucial di↵erence here is that we have an infinite number of 2+1
dimensional field theories: this is needed because, as discussed above, the domi-
nant scattering processes for the fermions are tangent to the Fermi surface. The
present description necessarily induces a redundant description: however, by a sim-
ple generalization of the arguments in Section IA, we will see that the redundant
description is consistent.

So let us focus on a given direction ~q of the momentum carried by � and derive
the associated critical theory, as illustrated in Fig. 9. Such a � field will couple
most strongly to fermions near two points on the Fermi surface: those at ~k0 and at
�~k0. We generalize (6) by introducing two fermionic field  ±a by

 +a(~k) = c~k0+~k,a
,  �a(~k) = c�~k0+~k,a

. (48)

We will allow the spin index a to extend over the N values: the physical case is
N = 2, but the large N expansion provides a useful computational tool.

Now we expand all terms in Sc + S� + Sc� (defined in (1), (31), and (32)) in
spatial and temporal gradients. Using the co-ordinate system illustrated in Fig. 9,
performing appropriate rescaling of co-ordinates, and dropping terms which can
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FIG. 9: A � fluctuation at wavevector ~q couples most e�ciently to the fermions  ± near
the Fermi surface points ±~k0.

later be easily shown to be irrelevant, we obtain the 2+1 dimensional Lagrangian

L =  

†
+a

✓
⇣

@

@⌧

� i

@

@x

� @

2
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2

◆
 +a +  

†
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◆
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†
+a +a +  

†
�a �a

⌘
+

N

2
(@y�)

2 +
Nr

2
�

2
. (49)

Here ⇣, � and r are coupling constants, with r the tuning parameter across the
transition; we will see that all couplings apart from r can be scaled away or set
equal to unity.
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A first crucial property of L is that it continues to have fermion Green’s functions
with singularities on the original Fermi surface, as established in Section IA. This
follows from generalizing the symmetry (30) to

�(x, y) ! �(x, y + ✓x),  s(x, y) ! e

�is( ✓2 y+
✓2

4 x)
 s(x, y + ✓x), (50)

where ✓ is now one-dimensional and s = ±. This is an emergent symmetry of L for
arbitrary shapes of the Fermi surface. An immediate consequence of (50) is that
(29) is obeyed by both  ±, so that all singularities slide without change along the
Fermi surface. Furthermore the � Green’s function, D, obeys

h|�(q,!)|2i ⌘ D(qx, qy,!) = D(qy,!) (51)

indicating that no singular qx dependence of � is generated by the theory L. As in
Section IA, the symmetries in Eq. (50) also help establish the consistency of our
description in terms of an inifinite number of 2+1 dimensional field theories.

1. Scaling theory

We will now generalize the scaling analysis of Section II B to the continuum field
theory L. Because L is strongly coupled, we have to allow for anomalous dimensions
at all stages.
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As before we choose

dim[y] = �1 , dim[x] = �2 (52)

The invariance in (29) implies that no anomalous dimension appears in the relative
scaling of x and y. However, we do have to allow for an anomalous dimension in
time, and so keep the rescaling of the temporal co-ordinate general:

dim[⌧ ] = �z. (53)

Note that the dynamic critical exponent z is defined relative to the spatial co-
ordinate y tangent to the Fermi surface (other investigators sometimes define it
relative to the co-ordinate x normal to the Fermi surface, leading to a di↵erence in
a factor of 2). We define the engineering dimensions of the fields so that co-e�cients
of the y derivatives remain constant. Allowing for anomalous dimensions ⌘� and ⌘ 
from loop e↵ects we have

dim[�] = (1 + z + ⌘�)/2 , dim[ ] = (1 + z + ⌘ )/2. (54)

Using these transformations, we can examine the scaling dimensions of the couplings
in L at tree level

dim[⇣] = 2� z � ⌘ , dim[�] = (3� z � ⌘� � 2⌘ )/2. (55)
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We have seem from our low order loop computations in Sections IIA and IIB that
z = 3. Assuming the anomalous dimensions ⌘� and ⌘ are small, we see that the
coupling ⇣ is strongly irrelevant. Thus we can send ⇣ ! 0 in all our computations.
However, we do not set ⇣ = 0 at the outset, because the temporal derivative term
is needed to define the proper analytic structure of the frequency loop integrals [9].

Also note that these estimates of the scaling dimensions imply dim[�] ⇡ 0. Thus
the fermion and order parameter fluctuations remain strongly coupled at all scales
in d = 2, as we anticipated in Section II B. Conversely, we can also say that the
requirement of working in a theory with fixed � implies that z ⇡ 3; this circumvents
the appeal to loop computations for taking the ⇣ ! 0 limit. With a near zero scaling
dimension for �, we cannot expand perturbatively in powers of �.

Moving beyond tree level considerations, we note that another Ward identity
obeyed by the theory L allows us to fix the scaling dimension of � exactly. This
Ward identity is linked to the fact that � appears in the Yukawa coupling like the
x component of a gauge field coupled to the fermions [7]. The usual arguments
associated with gauge invariance then imply that dim[�] = 2 (the same as the
scaling dimension of @x), and that we can work in theory in which the “gauge
coupling” � set equal to unity at all scales. Note that with this scaling dimension,
we have the exact relation

⌘� = 3� z. (56)

Note also that Eq. (54) now implies that dim[�] = ⌘ at tree level, which is the
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same as the tree level transformation of the spatial derivative terms. The latter
terms have been set equal to unity by rescaling the fermion field, and so it is also
consistent to set � = 1 from now on.

We reach the remarkable conclusion that at the critical point r = rc, L is inde-
pendent of all coupling constants. The only parameter left is N , and we have no
choice but to expand correlators in powers of 1/N . The characterization of the crit-
ical behavior only requires computations of the exponents z and ⌘ , and associated
scaling functions.

We can combine all the above results into scaling forms for the � and  Green’s
functions at the quantum critical point at T = 0. These are, respectively

D

�1(qx, qy,!) = q

z�1
y FD

✓
!

q

z
y

◆
(57)

G

�1
+ (qx, qy,!) = (qx + q

2
y)

1�⌘ /2FG

 
!

(qx + q

2
y)

z/2

!
, (58)

where FD and FG are non-trivial scaling functions. Note that the second scaling
form shows that the singularity of the fermion Green’s function in momentum space
is invariant along the Fermi surface, and depends only upon the distance from the
Fermi surface.

We have come as far as possible by symmetry and scaling analyses alone on L.
Further results require specific computations of loop corrections, and these can only



39

be carried out within the context of the 1/N expansion. At leading order, the 1/N
expansion reproduces the results in Section II B. It is important to note that in the
notation of the present section, the results of Section II B for D and the fermion
self energy turn out to be independent of ⇣. Although ⇣ appears at intermediate
stages, it cancels out in the final result: the reader is urged to verify this crucial
feature of the theory. Consequently there is no problem in taking the ⇣ ! 0 limit.
Higher order computations are involved, and raise numerous complicated issues we
do not wish to enter into here: we refer the reader to Refs. [7, 9]. It was found that
z = 3 was preserved upto three loops, but a non-zero value for ⌘ did appear at
three loop order.

III. SPIN DENSITY WAVE ORDER

We now turn to the second major class of symmetry breaking transitions of Fermi
liquids: those involving an order parameter which is spatial modulated and so breaks
translational symmetry. As a canonical example of such a transition we will consider
spin density wave (SDW) ordering in the Hubbard Hamiltonian describing a single
band on the square lattice, which was motivated by the physics of the cuprate
superconductors. However, our methods and results are easily extended to other
types of ordering with spatial modulations.

We have already met the analog of spin density wave ordering in insulating antif-
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eromagnets. In that context it was referred to as Néel ordering, and characterized
by the order parameter n of the O(3) quantum rotor model. In the continuum
soft-spin limit, such ordering was described by the 3-component real field �↵ whose
fluctuations were controlled by a Landau-Ginzburg action S�. The field �↵ will
remain the order parameter for SDW ordering in a metal being considered here,
and its action S� will be an important ingredient in our theory.

Apart from the order parameter, we also have to consider the fermionic excitations
near the Fermi surface, and these will be described as before by Sc in (1).

Finally we need to couple the cka fermions to the SDW order �↵. The two
sublattice Néel order on the square lattice carries momentum ~

K = (⇡,⇡), and
we can consider a general ~K which leads to two-sublattice SDW ordering. Other
values of ~K lead to complex order parameter fields (rather than the real case we
considered), but we will not consider this relatively straightforward generalization.
Translational invariance implies that �↵ will scatter the fermions with momentum
~

K, and so the natural generalization of the fermion-boson coupling in (32) is

Sc� =

Z
d⌧

Z
d

d
kd

d
q

(2⇡)2d
�↵(q)�

↵
abc

†
k+K+q,ackb + c.c. (59)

where q is a small momentum associated with a long-wavelength SDW fluctuation,
while the integral over the momentum ~

k extends over the entire Brillouin zone.
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Our complete theory for the SDW transition is Sc +S�+Sc�. This will form the
basis of the discussion in the remainder of this section.

A. Mean field theory

The theory has two phases: the ordinary Fermi liquid with h�↵i = 0 and Fermi
surface as in Fig. 1, and the SDW state with h�↵i 6= 0. We describe here the con-
figuration of the Fermi surface in the SDW state. We replace �↵ by its expectation
value h�↵i = (0, 0,�); by rotational symmetry we can take the SDW order in the z

direction without loss of generality. Now Sc + Sc� is a bilinear in the fermions and
can be diagonalized to yield a fermion band structure. The fermion Hamiltonian
takes the form of a 2 ⇥ 2 matrix coupling together cka and ck+K,a. Diagonalizing
this matrix leads to the single fermion energy eigenvalues

Ek =
"k + "k+K

2
±
 ✓

"k + "k+K

2

◆2

+ �

2

!1/2

(60)

We now have to occupy the lowest energy bands in this band structure, and deduce
the configuration of the Fermi surface. Such a solution is illustrated in Fig 10 for
the case of ~K = (⇡,⇡) ordering in the cuprate superconductors [10]. A key feature is
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FIG. 10: The transformation of the Fermi surface of the cuprates by SDW order [10].
(a) Fermi surface without SDW order, as in Fig. 1 (b) The original Fermi surface along
with the Fermi surface shifted by wavevector (⇡,⇡). These intersect at the hot spots
shown by the filled circles. (c) With the onset of a non-zero spin density wave order with
h�↵i 6= 0, gaps open at the hot spots leading to electron (thin lines) and hole (thick lines)
pockets. (d) With increasing |h�↵i| the electron pockets shrink to zero for the hole-doped
case, leaving only hole pockets. In the electron-doped case, the hole pockets shrink to
zero, leaving only electron pockets (this is not shown). Finally, in the half-filled case, the
electron and hole pockets shrink to zero simultaneously.
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that the original “large” Fermi surface, splits into “small” electron and hole pockets
upon the onset of SDW order: this is also a generic property of SDW ordering on
other lattices.

B. Continuum theory

We now wish to develop a continuum theory for the quantum critical point for the
onset of SDW order, which is accompanied by a change from a large Fermi surface
to small pockets, as indicated in Fig. 10. The general strategy will be similar to
that in Section II, although there will be key di↵erences which we will highlight
below.

An important and new concept here is that of a “hot” manifold on the Fermi
surface. As in Section II, we expect the boson-fermion coupling to be most e�cient
if it scatters fermions between nearly degenerate low energy states. Let us pick a
point ~k1 on the Fermi surface, where the fermion has zero energy: this is described
by d-dimensional vector upon which we impose one constraint to place it on the
Fermi surface. Now the �↵ field will scatter this fermion to the point ~k2 = ~

k1 +K.
We require that ~k2 is also on the Fermi surface, to ensure the final fermion state has
zero energy: this places a second constraint on ~k2. The solution of these constraints
yields a pair of (d�2)-dimensional manifolds specifying the allowed values of ~k1 and
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~

k2: these are the “hot” manifolds. In d = 2, they become the “hot spots” shown in
Fig. III for the cuprate case.

We take the continuum limit by focusing on one generic point on the hot manifold,
say ~k1. Then its partner, ~k2 = ~

k1+ ~

K will also be on the hot manifold. We will focus
on the patches of the Fermi surface near these points. There are several other pairs
of patches in the Brillouin zone, as is clear from Fig. 10: these will be described by
parallel theories which we will not discuss explicitly. Within a given pair of Fermi
surface patches, our results will not depend upon the specific choices of ~k1,2 on the
hot manifold: this will be evident from our continuum theory below, and will not
require a proof which is the analog of Section IA.

Near ~k1 and ~k2, we define continuum fields  1,2, as in (48)

 1a(~k) = c~k1+~k,a
,  2a(~k) = c~k2+~k,a

. (61)

We insert this into (1) and expand in powers of k. Unlike the situation in Sections I
and II, it will turn out here that it is su�cient to keep terms only linear in k, and
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the analog of (7) is

S =

Z
d⌧

Z
d

d
x
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†
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✓
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@

@⌧

� i~v1 ·rx

◆
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+  

†
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✓
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@
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� i~v2 ·rx

◆
 2a

#
. (62)

Here ~v1 = rk"k|k1
is the Fermi velocity at ~k1, and similarly for ~v2. We have

inserted factors of ⇣ in front of the temporal derivatives by analogy with Section II B,
anticipating that the temporal derivatives will ultimately become irrelevant near the
critical point. In the  1,2 formulation, the configurations of the Fermi surfaces and
hot manifolds are shown in Fig. 11. The Fermi surface of the  1 fermions is defined
by ~v1 · ~k = 0, and the Fermi surface of the  2 fermions is defined by ~v2 · ~k = 0.
Finally, the hot manifold is defined by the ~k which satisfy both these conditions.
We assume here and below that ~v1 and ~v2 are not collinear: the collinear case
corresponds to the “nesting” of the Fermi surfaces, and we do not consider that
here.

It is now a simple matter to take the continuum limit of the boson-fermion cou-
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FIG. 11: Fermi surfaces of  1 and  2 fermions in the plane defined by the Fermi velocities
~v1 and ~v2. The Fermi surfaces are d � 1 dimensional, and are indicated by the full lines.
The d�2 dimensional “hot manifold” intersects this plane at the filled circle at the origin.

pling in (59). Including the important terms in S�, we obtain

S � =

Z
d

d
x

Z
d⌧

"
1

2
(rx�↵)

2 +
r

2
�

2
↵ +

u

4

�
�

2
↵
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+ ��↵�
↵
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⇣
 

†
1a 2b +  

†
2a 1b

⌘#
. (63)

Here we have omitted the temporal gradient term in �↵ because it will later turn
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out to be irrelevant.
The remaining analysis of this section will work with the continuum theory of

bosons and fermions defined by S + S � defined in (62) and (63). Our steps
in the following subsection will closely parallel those for the Ising-nematic case in
Section II.

We begin by noting the Fermi surface change in the SDW phase of S + S �.
Setting �↵ = (0, 0,�), and diagonalizing the  1,2 spectrum, it is a simple matter to
show that the Fermi surfaces in Fig. 11 and modified to those in Fig. 12.

C. Hertz theory

As in Section IIA, the Hertz theory for the SDW order �↵ is obtained by inte-
grating out the  1,2 fermions from S + S � in (62) and (63).

Again, the most important contribution is the co-e�cient of the �2↵ term, which
is given by the fermion polarizability in Fig. 7. Here the explicit expression for the
polarizability maps from (17) to

⇧(q,!n) =

Z
d

d
k

(2⇡)d

Z
d✏n

2⇡

1

[�i⇣(✏n + !n) + ~v1 · (~k + ~q)][�i⇣✏n + ~v2 · ~k]
. (64)

We define oblique co-ordinates p1 = ~v1 · ~k and p2 = ~v2 · ~k. It is then clear that the
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FIG. 12: Modification of the Fermi surfaces in Fig. 11 by SDW order with h�↵i 6= 0. The
full lines are the Fermi surfaces, and the white, light shaded, and dark shaded regions
denote momenta where 0, 1, and 2 of the bands in (60) are occupied. The upper and lower
lines are boundaries of hole and electron pockets respectively. There are 8 instances of
such Fermi surface configurations in Fig. 10c, centered on the 8 hotspots.

integrand in (64) is independent of the (d� 2) transverse momenta, whose integral
yields an overall factor ⇤d�2 (in d = 2 this factor is precisely 1). Also, by shifting
the integral over k1 we note that the integral is independent of q. So we have

⇧(q,!n) =
⇤d�2

|~v1 ⇥ ~v2|
Z

dp1dp2d✏n

8⇡3

1

[�i⇣(✏n + !n) + p1][�i⇣✏n + p2]
. (65)
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Next, we evaluate the frequency integral to obtain

⇧(q,!n) =
⇤d�2

⇣|~v1 ⇥ ~v2|
Z

dp1dp2

4⇡2

[sgn(p2)� sgn(p1)]

�i⇣!n + p1 � p2

= � |!n|⇤d�2

4⇡|~v1 ⇥ ~v2| . (66)

In the last step, we have dropped a frequency-independent, cuto↵-dependent con-
stant which can absorbed into a redefinition of r. Notice also that the factor of ⇣
has cancelled.

Inserting this fermion polarizability in the e↵ective action for �↵, we obtain the
Hertz action for the SDW transition; here (33) is replaced by

SH =

Z
d

d
k

(2⇡)d
T

X

!n

1

2

⇥
k

2 + �|!n|+ r

⇤ |�↵(k,!n)|2

+
u

24

Z
d

d
xd⌧

�
�

2
↵(x, ⌧)

�2
. (67)

The main di↵erence from (33) is that the |!n|/|k| has been replaced by a |!n|:
this is a direct consequence of the Fermi surface structure in Fig. 11, which leads
to a density of states of particle-hole excitations which a linear in energy, and
independent of momentum.
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The subsequent analysis of the above Hertz action proceeds just as in (34) and
(35), but now with dynamic exponent z = 2. Again, this exponent characterizes
the frequency scale ! ⇠ k

2 emerging from a comparison of the first two terms in
(67). Now we see that the Gaussian fixed point of (67) is stable for d > 2.

Just as in Section II, we will see below that the Hertz approach is essentially
correct in d = 3, but that it fails in the physically important case of d = 2, and
not just by a marginal correction. The key to this will be an examination of the
fermion spectrum and the RG flow of the fermion-boson coupling, to which we turn
to in Section IIID.

D. Fate of the fermions

We proceed just as in Section II B. With the scaling dimensions of spacetime and
� as in (34) with z = 2, the action S in (62) implies the tree level rescaling

dim[ ] = (d+ 1)/2 , dim[⇣] = �1. (68)

Thus, just as in Section II B and IIC, ⇣ is irrelevant, and can eventually be sent to
0. Finally, evaluating the scaling dimension of the � term in S � in (63), we obtain
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the same result as in (41), namely

dim[�] =
(2� d)

2
. (69)

The conclusions then are the same as in Section II B: a perturbative theory in �, in
the Hertz/RPA approach is valid in d = 3, but requires a new formulation in terms
of a fixed � theory in d = 2.

The remaining analysis in this subsection tracks that below (41) in Section II B.
The perturbative estimate for the fermion damping on the hot manifold is given

by (42). Using the values here dim[⌃] = 1 and dim[!] = 2, we obtain instead of
(43) that

p =
d� 1

2
. (70)

In d = 3, this has the same value as in (43), and so the conclusions are the same.
In d = 2, we obtain non-Fermi liquid behavior at the hot spots with Im⌃ ⇠ p

!.
We verify this result by explicitly computing the value of the fermion damping

from the graph in Fig. 8. At zero momentum for the  1 fermion we have, instead
of (45)

⌃1(0,!n) = �

2

Z
d

d
q

(2⇡)d

Z
d✏n

2⇡

1

[q2 + �|✏n| ] [�i⇣(✏n + !n) + ~v2 · ~q ] . (71)
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We first perform the integral over the ~q direction parallel to ~v2, while ignoring
the subdominant dependence on this momentum in the boson propagator. The
dependence on ⇣ immediately disappears, and yields in place of (46),

⌃1(0,!n) = i

�

2

|v2|
Z

d

d�1
q

(2⇡)d�1

Z
d✏n

2⇡

sgn(✏n + !n)

|q|2 + �|✏n|

= i

�

2

⇡|v2|� sgn(!n)

Z
d

d�1
q

(2⇡)d�1
ln

✓ |q|2 + �|!n|
|q|2

◆
. (72)

Again, evaluation of the q integral yields results in agreement with the scaling
estimate (70). Specifically, in d = 2, (72) evaluates to

⌃1(0,!) = i

�

2

⇡|v2|p� sgn(!n)
p
|!n| , d = 2, (73)

as expected from (70).

E. Critical theory in d = 2

With the conclusion of Section IIID that the Hertz theory only applies for d = 3,
let us turn to the strong coupling dynamics in d = 2. Following Section IIC, we need
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to understand the renormalization structure of the underlying theory of fermions
and bosons, without an integration of the fermionic modes.

In the present case, the needed critical theory in d = 2 was already formulated
in Section III B. It is defined by S + S � in (62) and (63).

We formulate the RG with the same spacetime rescalings used in Section III C:

dim[x] = �1 , dim[⌧ ] = �2. (74)

Note that we do not allow an anomalous dimension in the rescaling of ⌧ . This does
not mean that we necessarily have dynamic exponent z = 2. We will allow the
Fermi velocities ~v1 and ~v2 to flow under the RG, and a non-trivial z will arise from
the nature of their flow to large scales. It is convenient to use such a formulation
because the scaling of the fermion spectrum depends sensitively on the direction in
momentum space, and the shape of the Fermi surface also evolves.

We do, however, have to allow for anomalous dimensions in the field rescalings,
which become

dim[�] = (2 + ⌘�)/2 , dim[ ] = (3 + ⌘ )/2 (75)

Contributions to these anomalous dimensions do arise from loop fluctuation contri-
butions.

Next, as in (55), we have the tree-level rescalings of the couplings associated with
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the fermions:

dim[⇣] = �1� ⌘ , dim[�] = �(⌘� + 2⌘ )/2. (76)

We reach the same conclusions from these results that we did in Section IIC. We
can safely assume that ⇣ = 0+, and use this value in loop computations. With
the absence of the ⇣ term, we can choose the fermion field scale renormalization so
that the theory maintains � = 1. So there is a strong fermion-boson coupling at all
scales, and no independent renormalization group flow for �.

The task before us is now clear, in principle. We have to evaluate higher loop
diagrams and so determine the RG flow of the couplings ~v1, ~v2, r, and u, and the
anomalous dimensions ⌘� and ⌘ . Note that the boson damping co-e�cient � in
the Hertz action (67) does not appear as an independent coupling. In reality, it is a
parameter in the boson spectral function, and its value is pinned to the underlying
couplings via (66); it is reassuring that the value in (66) has no non-universal cuto↵
dependence in d = 2.

The evaluation of these higher loop diagrams is very involved, and the reader
is referred to Refs. [11–14] for further details. These papers describe the rather
complex structure of the dynamic response of the fermions and the bosons near the
quantum critical point. Here we focus on just one striking aspect: the shape of
the Fermi surface. This is determined by the flow of the velocities near the critical
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point. Let us write the velocities as

~v1 = (vx, vy) , ~v2 = (�vx, vy). (77)

Then to two-loop order, the RG flow of the velocity ratio is given by

d↵

d`

= � 12

⇡n

↵

2

↵

2 + 1
, ↵ ⌘ vy

vx
(78)

in a model with n pairs of hot spots (the Fermi surface in Fig. 10 has n = 4).
Integrating (78), we observe that ↵ scales logarithmically to zero with momentum
scale. We can use the distance from the hot spot to set the momentum scale. The
location of the  1 Fermi surface is given by ~v1 ·~k = 0, or ky = �vxkx/vy = �kx/↵.
Evaluating ↵ at the scale kx, we find the Fermi surfaces of the  1,2 at

ky = ± 12

⇡n

kx log(1/|kx|). (79)

Such Fermi surfaces are sketched in Fig 13
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FIG. 13: Modification of the Fermi surfaces in Fig. 11 at the SDW quantum critical point.
As in Figs. 11 and 12, the full lines are the Fermi surfaces, and the white, light shaded, and
dark shaded regions denote momenta where 0, 1, and 2 of the bands in (60) are occupied.
The equations of the Fermi surfaces are given in (79).
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